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Formalities

  ◦ Lectures: Tuesdays, 13:00 - 15:00

  ◦ Tutorials: Tuesdays, 13:00 - 15:00

  ◦ Course homepage: http://isgwww.cs.uni-magdeburg.
de/graphics/teaching/2017/cgtools/index.html

http://isgwww.cs.uni-magdeburg.de/graphics/teaching/2017/cgtools/index.html
http://isgwww.cs.uni-magdeburg.de/graphics/teaching/2017/cgtools/index.html
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“It is through science that we prove, 
 but through intuition that we discover.”

                                Henry Poincaré

Motto
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Objectives

Systematically develop some of the tools 
and techniques commonly used in computer 

graphics (and vision, machine learning, ...)
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Objectives

  ◦ Why is linear algebra so important for numerics?

  ◦ How can we work with continuous functions on a (dis-
crete?) computer?

  ◦ How can we develop mathematical models?

  ◦ When is a numerical technique “good“?
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Objectives

Figure 6: Toward scalable spectral geometry processing: the MHB computed on 1M vertices (XYZ dragon) and OOC convolution filtering.

The band-by-band algorithm can then be detailed:

(1) λS ← 0 ; λlast ← 0

(2) while(λlast < ω2
m)

(3) compute an inverse M of (Q+λSD)

(4) find the 50 first eigenpairs (hk ,µk) of −MD

(5) for k = 1 to 50

(6) λk ← λS +1/µk

(7) if (λk > λlast ) write(hk ,λk)

(8) end // f or

(9) λS ← λ50 +0.4(λ50 −λ1)

(10) λlast ← λ50

(11) end //while

Before calling the eigen solver, we pre-compute the inverse M of
Q+λSD with a sparse direct solver (Line 3). The fact that Q+λSD
may be singular (for instance, if λS = 0, the vector [1,1, . . .1] is
in its kernel) is not a problem since the spectral transform is still
valid when using an indefinite factorization. The factorized Q+λS

is used in the inner loop of the eigen solver (Line 4). To factorize
Q+λS, we used the sparse OOC (out-of-core) symmetric indefinite
factorization [Meshar et al. 2006] implemented in the future release
of TAUCS, kindly provided by S. Toledo. We then recover the λ ’s
from the µ’s (Line 6) and stream-write the new eigenpairs into a
file (Line 7). Since the eigenvalues are centered around the shift λS,
the shift for the next band is given by the last computed eigenvalue
plus slightly less than half the bandwidth to ensure that the bands
overlap and that we are not missing any eigenvalue (Line 9).

Note that ARPACK implements the shift-invert spectral transform.
However, since we use a direct solver, it is more efficient to use our
own implementation of the spectral transform as recommended in
ARPACK’s user guide.

We have experimented the OOC factorization combined with the
streamed band-by-band eigenvectors algorithm for computing up
to a thousand eigenvectors on a mesh with one million vertices.
We have also implemented an OOC version of the MHT, filtering
and inverse MHT, that reads one frequency band at a time and ac-
cumulates its contribution (Figure 6). For smaller meshes (hun-
dreds thousands vertices), a faster in-core sparse factorization can
be used. Note that before the next release of TAUCS is available,
the reader who wants to reproduce our results may use SuperLU
instead (at the expense of losing scalability).

n m MHB MHT MHT−1

gargoyle (Fig. 5) 25K 1340 175 s. 0.38 s. 0.51 s.

dino (Fig. 8) 56K 447 137 s. 0.34 s. 0.53 s.

dragon (Fig. 1) 150K 315 370 s. 0.65 s. 1.02 s.

XYZ dragon 1 (*) 244K 667 17 m. 12 s. 18 s. 4 s.

XYZ dragon 2 (**) 500K 800 4 h. 12 m. 32 s. 48 s.

XYZ dragon 3 (**) 1M 1331 10 h. 35 m. 76 s. 85 s.

Table 1: Timings for the different phases of the algorithm. For each
data set, we give the number of vertices n, the number of computed
eigenfunctions m, and the timings for the MHB, MHT and inverse
MHT with filtering (Intel T7600 2.33 GHz). The symbol (*) indi-
cates that the OOC MHT is used, and (**) indicates that both OOC
factorization and OOC MHT are used.

Figure 7: Left: a sphere and a genus-4 model with random noise
added. Right: the low-pass filtered result.

Results and Conclusions
We have experimented our filtering method with object of different
sizes. The timings are reported in table 1. Our MH-based filtering
can be applied to objects of arbitrary topology. Figure 7 shows a
low-pass filter used to remove high-frequency noise from a sphere
and from a genus 4 object. The low-pass filter nearly preserves
the symmetry of the sphere. Figure 8 and the video show how
our method implements an interactive version of geofilter [Kim and
Rossignac 2005]. In addition, since we are not using any approxi-
mation, our filter does not introduce any shrinking effect.

B. Vallet and B. Lévy, “Spectral Geometry Processing with Manifold Harmonics,” Comput. Graph. Forum (Proceedings EGSR 2008), vol. 
27, no. 2, pp. 251–260, Apr. 2008.
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6.6. IMPLICIT MEAN CURVATURE FLOW 85

CODING 13. Implement the method Mesh::computeImplicitMeanCurvatureFlow().
Note that you can treat each of the components of f (x, y, and z) as separate scalar quantities.

You should verify that your code produces results that look something like these two images
(original mesh on the left; smoothed mesh on the right):

Objectives

https://www.cs.cmu.edu/~kmcrane/Projects/DGPDEC/paper.pdf
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What this course is not about

programming
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What this course is not about

applications
(games, movies)

programming
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What this course is not about

applications
(games, movies)

programming

numerical linear 
algebra
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What this course is not about

applications
(games, movies)

proofs, theorems

programming

numerical linear 
algebra
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What this course is not about

course
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(games, movies)
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Assignments

  ◦ Bi-weekly (or so)

  ◦ Theory and programming part

  ◦ Sufficient performance in assignments required for 
exam admittance
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Programming

  ◦ Python 3.X with Numpy library

  ◦ We strongly recommend the Anaconda python dis-
tribution which collects all relevant packages: https://
www.continuum.io/downloads

https://www.continuum.io/downloads
https://www.continuum.io/downloads
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